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Abstract
This paper explores the effects of terrain morphology, sampling density, and interpolation methods for scattered sample data on the accuracy of interpolated heights in grid Digital Elevation Models (DEM). Sampled data were collected with a 2 by 2 meters sampling interval from seven different morphologies, applying digital photogrammetric methods to large scale aerial stereo imagery (1:5000). The experimental design was outlined using a factorial scheme, and an analysis of variance was carried out. This analysis yielded the following main conclusions: DEM accuracy (RMSE) is affected significantly by the variables studied in this paper according to “morphology > sampling density > interpolation” method. Multiquadric Radial Basis Function (RBF) was rated as the best interpolation method, although Multilog RBF performed similarly for most morphologies. The rest of RBF interpolants tested (Natural Cubic Splines, Inverse Multiquadric, and Thin Plate Splines) showed numerical instability working with low smoothing factors. Inverse Distance Weighted interpolant performed worse than RBF Multiquadric or RBF Multilog. In addition, it is found that the relationship between the RMSE and the sampling density N is adjusted to a decreasing potential function that may be expressed as RMSE/Sdz = 0.1906(N/M)^{-0.5684} (R^2 = 0.8578), being Sdz the standard deviation of the heights of the M check points used for accuracy estimation, and N the number of sampling points used for creating the DEM. The results obtained in this study allow us to observe the possibility of establishing empirical relationships between the RMSE expected in the interpolation of a Grid DEM and such variables as terrain ruggedness, sampling density, and the interpolation method, among others that could be added. Therefore, it would be possible to establish a priori the optimum grid size required to generate or storage a DEM of a particular accuracy, with the economy in computing time and file size that this would signify for the digital flow of the mapping information.

Introduction
A Digital Elevation Model (DEM) is a digital and mathematically representative of an existing or virtual object and its environment. As defined by the U.S. Geological Survey, a grid DEM is the digital cartographic representation of the elevation of the land at regularly spaced intervals in x and y directions, using z-values referenced to a common vertical datum. Unless specifically referenced as a Digital Surface Model (DSM), the generic DEM normally implies elevations of the terrain (bare earth z-values) void of vegetation and man-made features (Maune et al., 2001). It is precisely with this meaning that we use the term DEM in this paper.

The diverse possibilities offered by analytical cartography allows us to exploit these DEMs in order to obtain quantitative and qualitative information of great interest, being widely used in hydrological analyses, natural resources management, transport planning, determination of the environmental impact of an activity, calculating the risk of floods in urban zones, military applications, and analysis of the potential erosion of agricultural soil (e.g., Franklin, 2000; Davis and Wang, 2001; Desmet et al., 1999).

At the same time, DEMs are absolutely necessary to generate orthoimages, possibly one of the stellar products offered by modern digital photogrammetry. It is in this field where a very productive integration is taking place between Image Analysis and Geographic Information Systems (GIS). In fact, orthoimages and DEMs are becoming a primary data source for GIS, contributing a fast methodology at a reasonable cost for the actualisation of spatial information which allows the shortening of conventional cartographic actualisation cycles (Baltzias and Hahn, 1999).

To obtain a good DEM, we need to treat two clearly differentiated phases with great care. On the one hand, the technology employed to acquire sampling points (stereo photogrammetry (Heipke, 1995), conventional topography (Klein et al., 1999), radargrammetry (Toutin, 2002), laser scanning or lidar (Fricker et al., 2002) which will depend on the real model scale and the sampling density required, among other factors. Second, we must be careful with the selection of an interpolation method to fill in the initial sampling points, as it could considerably affect the quality of the DEM generated. Although one can find very thorough reviews in the literature about the different interpolation methods that exist, e.g., Lam (1983), Robeson (1997), Burrough and McDonnell (1998), there are fewer studies about the efficacy of interpolators applied to the same set of data, the most commendable being those of Franke (1982), Weber and Englund (1992), Weber and Englund (1994), Declerq (1996), and Yang and Hodler (2000).
Thus, in the last three decades Radial Basis Functions (RBF) have emerged as a relevant tool for the approximation theory in mathematical literature, being considered as a highly effective and simple method for the interpolation of multivariant functions starting from the irregular geometry sampling networks (Lazzaro and Montefusco, 2002). The pioneering work developed by Hardy (1971) exhibited a new analytical method of representing irregular surfaces (topographic surfaces) that involved the summation of equations of quadric surfaces having unknown coefficients. Since then, there have been many applications of this approximation method in such diverse fields as photogrammetry, surveying and mapping, geodesy, geophysics, remote sensing, digital terrain modelling, hydrology, signal processing, and artificial intelligence (Mitasova and Mitas, 1993; Rippa, 1999; Li and Chen, 2002).

Conversely, just as some authors indicate (Li, 1992; Gao, 1995; Gao, 1997; Weng, 2002), the morphology of the modeled topographic surface and the sampling density used can have a significant influence on the accuracy of the DEM concerned. In fact, some morphology derived variables, such as average terrain slope, seem to be positively correlated with the increase in global error of the modeled surface (Toutin, 2002; Felicísimo, 1992).

The objectives of this study are: (a) to evaluate, from an exclusively quantitative viewpoint, the effects of terrain morphology, sampling density, and interpolation methods for scattered sample data on the accuracy (RMSE) of interpolated heights in Grid DEM; and (b) to investigate the relationship between the RMSE and such variables as sampling density and terrain ruggedness. The next step in this study would be the development and validation of empirical models which would allow us to estimate the RMSE inherent to the interpolation of a Grid DEM. These models can be used to offer the means to decide how many points should be kept to guarantee the quality requirements of a DEM.

**Methodology**

In order to achieve the objectives proposed above, a factorial experimental design was carried out. This experimental design allowed us to analyse the influence on the DEM accuracy from factors such as the morphology of the topographic surface, the interpolation method employed, and the number of sampling starting points or sampling density.

**Study Sites and Data Sets**

The study area is located in Campo de Níjar (Almería), Southeast Spain. The zone represents a semi-arid climate where annual rainfall averages approximately 260 mm.

In order to cover varying terrain morphologies, seven study sites with different topography were chosen from a dry ravine typical of Southeastern Spain to a smooth hillside with an uniform slope. Table 1 summarizes some characteristics of these different terrain datasets. It includes relief features that are closely connected with terrain variability and roughness, such as standard deviation of slope, mean profile curvature (Mitasova and Hofierka, 1993), and standard deviation of unitary vectors perpendicular to topographic surface. Each study site covered an area of 198 meters by 198 square meters (39,200 m²).

The DEM for each of the topographic surfaces selected was obtained automatically by means of stereo image matching (Heipke, 1995). Later, a revision and a manually edited version of the DEM were carried out.

The photogrammetric flight presented an approximate scale of 1:5000 and was carried out with a Zeiss RMK TOP15 metric camera using a wide-angle lens with a focal length of 153.33 mm. The negatives were digitalized with a Vexcel 5000 photogrammetric scanner with a geometric resolution of 20 μm and a radiometric resolution of 24-bits (8-bits per RGB channel). For the construction of the DEM we employed the module Automatic Terrain Extraction of the digital photogrammetric system Leica Geosystems Systems SET NT® r.4.3.1, obtaining a final DEM in Grid format with a spacing of 2 meters by 2 meters, orthometric elevations, map projection UTM Zone 30, and European Datum 1950.

For better understanding, Figure 1 represents the perspective block diagram of the different topographic surfaces contemplated in this study.

**Interpolation Methods Tested**

The interpolation methods evaluated are some of those included in the Radial Basis Functions (RBF) group, i.e., Multiquadric, Inverse Multiquadric, Multilog, Natural Cubic Splines, and Thin Plate Splines. Likewise, an interpolator widely used in the modelization of surfaces, Inverse Distance Weighted (IDW), has been introduced in this study for comparison with interpolation methods based on RBF.

**Inverse Distance Weighted**

Inverse Distance Weighted is one of the most widely used methods for surface modelling. It is based on the intuitive idea that the closest observations must carry more weight in determining the interpolated value in one point. It is an exact and local interpolator which estimates the value of the variable Z in a non-sampling point \( x_0 \) from the following expression:

\[
Z(x_0) = \frac{\sum_{i=1}^{n} w(d_i) z(x_i)}{\sum_{i=1}^{n} w(d_i)}
\]

### Table 1. General Characteristics of the Topographic Surfaces Studied

<table>
<thead>
<tr>
<th>Terrain Descriptive Statistics</th>
<th>Flat</th>
<th>Rolling</th>
<th>Flat-Rough</th>
<th>Mountainous</th>
<th>Smooth Hillside</th>
<th>Gorge</th>
<th>Dry Ravine</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEM size (points 2 by 2 m spacing)</td>
<td>10000</td>
<td>10000</td>
<td>10000</td>
<td>10000</td>
<td>10000</td>
<td>10000</td>
<td>10000</td>
</tr>
<tr>
<td>Average elevation (m)</td>
<td>166.54</td>
<td>176.94</td>
<td>170.21</td>
<td>215.16</td>
<td>120.25</td>
<td>125.18</td>
<td>47.25</td>
</tr>
<tr>
<td>Maximum elevation (m)</td>
<td>170.01</td>
<td>185.37</td>
<td>173.24</td>
<td>237.76</td>
<td>124.71</td>
<td>141.57</td>
<td>65.12</td>
</tr>
<tr>
<td>Minimum elevation (m)</td>
<td>163.31</td>
<td>168.32</td>
<td>166.61</td>
<td>192.59</td>
<td>115.65</td>
<td>110.16</td>
<td>36.01</td>
</tr>
<tr>
<td>Elevation coeff. of variation (%)</td>
<td>0.97</td>
<td>2.88</td>
<td>0.84</td>
<td>3.98</td>
<td>2.01</td>
<td>5.01</td>
<td>19.57</td>
</tr>
<tr>
<td>Average Slope (%)</td>
<td>3.30</td>
<td>9.27</td>
<td>3.30</td>
<td>31.18</td>
<td>4.52</td>
<td>25.45</td>
<td>23.13</td>
</tr>
<tr>
<td>Standard deviation of slope (degrees)</td>
<td>0.92</td>
<td>2.42</td>
<td>1.21</td>
<td>6.64</td>
<td>0.46</td>
<td>8.65</td>
<td>11.59</td>
</tr>
<tr>
<td>Mean profile curvature</td>
<td>0.021</td>
<td>0.022</td>
<td>0.022</td>
<td>0.031</td>
<td>0.0138</td>
<td>0.024</td>
<td>0.285</td>
</tr>
<tr>
<td>Standard deviation of unitary vectors</td>
<td>0.034</td>
<td>0.09</td>
<td>0.039</td>
<td>0.31</td>
<td>0.024</td>
<td>0.285</td>
<td>0.295</td>
</tr>
</tbody>
</table>
where \( w(d) \) shows the weight function on the \( n \) sampling points which intervene in the calculation, \( z(x) \) is the elevation of every one of these \( n \) points and \( d \) represents the distance between each point and \( x \). With the restriction of \( w(d) \to \infty \) if \( d \to 0 \) the weight functions adopt the general form \( w = d^{-u} \). The most common values of the exponent are \( u = 1 \) and \( u = 2 \) (Lam, 1983), although some authors establish that exponent 2 usually offers more satisfactory empirical results, besides requiring less computational effort (Declerq, 1996). Obviously, the use of high exponents implies less relative weight for the points which are farthest away from \( x \) and vice versa.

For this paper we carried out a previous study (Aguilar et al., Unpublished Data, 2002) which determined the

Figure 1. Perspective block diagram of every one of the seven topographic surfaces studied: (a) Flat, (b) Flat rough, (c) Smooth hillside, (d) Rolling, (e) Mountainous, (f) Gorge, and (g) Dry Ravine.
optimum exponent for each sampling density within each analyzed morphology, a value which was finally used in later calculations. As a summary of all this, we can indicate that the most frequently repeated optimum exponent was \( u = 2 \), although in some cases exponents 1 and 3 were preferable. In any case, we must highlight the fact that the results offered through this interpolation method were not very sensitive to the exponent when we moved in a 1 to 3 interval.

**Radial Basis Functions**

Radial Basis Functions comprise a vast group of exact interpolators which use a basic equation dependent on the distance between the interpolated point and the sampling points. This basic equation must take into account that the interpolation function minimizes an appropriate functional which represents some measure of smoothness of this function. The mathematical background for construction of \( \mathbf{W} \) can be consulted in the work published by Talmi and Gilat (1977). As a rule, the value of variable \( Z \) in a point \( x \) can be expressed as the sum of two components (Mitasaeva and Mitas, 1993):

\[
Z(x) = \sum_{i=1}^{m} a_i f_i(x) + \sum_{j=1}^{n} b_j \psi(d_j)
\]

where \( \psi(d_j) \) shows the radial basis functions and \( d_j \) the distance between each known sample point and \( x \). The “trend” function, \( f(x) \), can be considered as a member of a basis for the space of polynomials of degree \( < m \). The coefficients \( a_i \) and \( b_j \) need to be calculated by means of the resolution of the following system of \( n + m \) linear equations, \( n \) being the number of sampling points which intervene in the interpolation of the surface \( Z(x) \):

\[
Z(x_k) = \sum_{i=1}^{m} a_i f_i(x_k) + \sum_{j=1}^{n} b_j \psi(d_j) \quad \text{for} \quad k = 1, 2, \ldots, n
\]

\[
\sum_{j=1}^{n} b_j f_k(x) = 0 \quad \text{for} \quad k = 1, 2, \ldots, m.
\]

Although the said interpolators were devised for global support, e.g., in the case of the surface spline (Yu, 2001), their application to large volumes of data presents a series of problems, such as the high computational cost, an increase in the numerical instability of the solution found, and the influence of all the sampling points on each interpolated value (Lazzaro and Montefusco, 2002). For overcoming this problem, some authors have suggested an approach based on a segmentation procedure with flexible overlapping neighborhood (Mitasova and Mitas, 1993). We have, therefore, preferred to work with the local support of the eight neighbours closest to the interpolated point, a procedure that, following previous trials carried out by our group (Aguilar et al., 2001; Aguilar et al., Unpublished Data, 2002), usually yields good results in relatively uniform sampling networks, and that coincides with that recommended by other authors (Yang and Hodler, 2000; Robeson, 1997; Weber and Englund, 1994).

Among the various RBFs that can be found in the bibliography, Franke (1982) recommends that the multiquadric as the one providing the best results in terms of the statistical and visual evaluation of the modelized surface. An equation of topography based on multiquadric summation applies a simple geometric concept, where the smoothness and shape of the transition between data points are controlled principally by the characteristics of the basic quadric used in the summation (Hardy, 1971). As an example, when the quadric used is a right circular cone with the vertex located at the \( x \) and \( y \) coordinates of each sample point, the coefficients \( b_j \) associated with each sample point is the asymptotic slope of the cone relative to the \( x, y \) plane. The algebraic sign of \( b \) determines which surface of the cone in two sheets is to be entered into the summation.

In this study we have evaluated, apart from the multiquadric function (MQF), other interesting functions such as multilog (MLF), inverse multiquadric (IMQF), natural cubic splines (NCSF), and thin plate splines (TPSF). The radial basis functions used for each case present the following expressions:

\[
\begin{align*}
\text{MQF:} & \quad \Psi(d) = \sqrt{d^2 + c^2} \\
\text{MLF:} & \quad \Psi(d) = \log(d^2 + c^2) \\
\text{IMQF:} & \quad \Psi(d) = \frac{1}{\sqrt{d^2 + c^2}} \\
\text{NCSF:} & \quad \Psi(d) = (d^2 + c^2)^{\frac{3}{2}} \\
\text{TPSF:} & \quad \Psi(d) = (d^2 + c^2)^{\frac{3}{2}} \cdot \log(d^2 + c^2)
\end{align*}
\]

where:

- \( d \) equals the distance from the point to the node, and \( c \) equals the smoothing factor.

The value of parameter \( c \), which depends fundamentally on the number, elevation, and spatial distribution of the sampling points can have a marked influence on the interpolation results obtained (Rippa, 1999). There is no universally accepted method for introducing the smoothing factor, although in the references section there are various empirical type approximations, as those proposed by Hardy (1971) and Franke (1982), together with others of a statistical type where cross-validation techniques are used (Li and Chen, 2002), or recursive algorithms which try to find the value of \( c \) which minimizes the global error of the interpolated surface (Rippa, 1999). In our case, the latter option, obtaining values close to zero in the cases of MQF and MLF. However, we need very large values working with IMQF, NCSF, and TPSF because a pronounced numerical instability was observed when low smoothing factors were used.

As an example, when \( c \) equals 0 in the case of multiquadric function, the associated quadric is a right circular cone, whereas if \( c > 0 \) the function \( \psi(d) \) are taken to be the upper sheet of a hyperboloid of revolution.

On the other hand, when we add the first term (“trend” function) of Equation 2 to the MQF, the resulting surface is a multiquadric solution on which the effects of a normally low-degree polynomial are superimposed to reduce the slopes to zero at the desired maxima and minima (hilltops and depressions). However, when \( c \) equals 0 or is small enough (cone or a sharp-nosed hyperboloid) the “trend” function does not improve the accuracy of MQF interpolant (Hardy, 1971). Likewise, Carlson and Foley (1991) observe that adding polynomial precision does not appear to improve the accuracy for MQF and IMQF interpolants. Hence, we decided avoiding the “trend” function in the Equation 2 for every RBF interpolation methods, including MLF, NCSF, and TPSF. This decision involves an important simplification, always desirable, but also implies uncertainty about the accuracy of the final results.

**Statistical Evaluation of the Interpolation Grid DEM Accuracy**

In Figure 2 we observe the flowchart of the procedure employed for the evaluation of the interpolated Grid DEM accuracy. Because this paper focuses primarily on the assessment of interpolation accuracy in the Grid DEMs interpolated from scattered sample data, the errors inherent in the check points collection are not discussed. In other words, we considered that the check points are free of error (Li, 1992; Gao, 1995).
It seems obvious that the inclusion of more check points in the data set will lead to more reliable results. However, in many practical applications, a large number of check points may be costly to produce. Therefore, an initial number of 400 randomly selected points were extracted from the original Grid DEM corresponding to each study site or morphology (Table 1). These points were used as check points for the adjustment degree of the interpolated Grid DEM by comparison with the real model, a technique known as true validation (Voltz and Webster, 1990).

The most widely used global accuracy measure for evaluating the performance of DEMs is the Root Mean Square Error (RMSE) (Li, 1988; Yang and Hodler, 2000):

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Z_{i}^{\text{estimated}} - Z_{i}^{\text{real}})^2}$$

where $Z_{i}^{\text{estimated}}$ minus $Z_{i}^{\text{real}}$ is the residual at each check point, and $n$ the number of samples. Thus, the RMSE was calculated over 400 check points extracted from each morphology. It is worth pointing out that with a 400 point sampling size, we can expect errors in the DEM global error which can be defined by the user. In our case, we used 100 nodes by 100 nodes grids. As the six interpolation methods work on local support, it was necessary to indicate the number of closest neighbors that would intervene in the calculation of the interpolated value in each node and their search method (simple, quadrant, and octant searching).

Following previous trials carried out by our group (Aguilar et al., 2001; Aguilar et al., unpublished data, 2002), the simple search of the eight closest neighbors was used.

### Table 2. Sample Densities Tested, Indicated by N1 To N8 Are Composed of Scattered Sample Data from Stratified Random Sampling (ES = Equivalent Spacing)

<table>
<thead>
<tr>
<th>Sample Density N (ES)</th>
<th>N1</th>
<th>N2</th>
<th>N3</th>
<th>N4</th>
<th>N5</th>
<th>N6</th>
<th>N7</th>
<th>N8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Points</td>
<td>96</td>
<td>192</td>
<td>480</td>
<td>960</td>
<td>1440</td>
<td>1920</td>
<td>2880</td>
<td>4800</td>
</tr>
<tr>
<td>ES (m)</td>
<td>20.2×20.2</td>
<td>14.3×14.3</td>
<td>9.0×9.0</td>
<td>6.5×6.5</td>
<td>5.2×5.2</td>
<td>4.5×4.5</td>
<td>3.7×3.7</td>
<td>2.8×2.8</td>
</tr>
</tbody>
</table>
structure or autocorrelation. Therefore, residuals measured at these check points are not spatially autocorrelated. The $x$-$y$ scatter plots of check points sampling net is showed in Figure 3c (400 check points) and Figure 3d (60 check points). Finally, the information in the different semivariograms corresponding to all experimental data sets has been used to help optimize check points sampling. So, an average scheme based on 60 points separated by a distance greater than 20 meters was used. Since the number of check points have been changed from 400 to 60, the expected error in the DEM global error measure was calculated again, finding a value of around 9.20 percent (Li, 1991) which is still sufficient to achieve the objectives of this study.

The RMSE was the variable observed or dependent on the general variance analysis of the factorial model designed. The variation sources analysed were morphology, interpolation method and sampling density, as well as every interaction among them. When the analysis results of the variance were significant, we proceeded to the separation of averages using the Duncan multiple rank test.

The whole procedure described above was programmed with the SCRIBTER® module, included in SURFER® 8.01 (Golden Software, 2002), which allows the use of the tool Active X Automation to work with the SURFER® modelization engine in an environment that is compatible with Visual Basic®.

## Results and Discussion

### Qualitative Analysis

First, we note that some RBF interpolants tested, such as IMQF, NCSF, and TPSF present unexpectedly large discrepancies between some of the check points elevations and the elevations interpolated from our sampling points dataset. Although the objective of this article is to evaluate the accuracy of interpolated heights in Grid DEMs from an exclusively quantitative viewpoint, the use of qualitative studies based on visualization methods can be considered as an effective tool for analyzing elevation model accuracy, because its flexibility in interpretation and because easily convey the significance of data uncertainty to the DEM users (Wood and Fisher, 1993).

This previous qualitative study of the efficiency of the six interpolators examined yielded some especially encouraging results for the continuation of our work. In fact, like the quantitative analysis indicated, those interpolants based on RBF such as IMQF, NCSF, and TPSF presented a pronounced numerical instability for most of the morphologies and sampling densities used. In Table 3 we can see the cases of flat and mountainous terrain, where the elevation rank of

<table>
<thead>
<tr>
<th>Table 3. Comparison between Elevation Rank of the Sample Points and Interpolated Grid DEM Using Some RBF Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terrain</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>Flat</td>
</tr>
<tr>
<td>N1</td>
</tr>
<tr>
<td>N2</td>
</tr>
<tr>
<td>N3</td>
</tr>
<tr>
<td>N4</td>
</tr>
<tr>
<td>N5</td>
</tr>
<tr>
<td>N6</td>
</tr>
<tr>
<td>N7</td>
</tr>
<tr>
<td>N8</td>
</tr>
<tr>
<td>Mountainous</td>
</tr>
<tr>
<td>N1</td>
</tr>
<tr>
<td>N2</td>
</tr>
<tr>
<td>N3</td>
</tr>
<tr>
<td>N4</td>
</tr>
<tr>
<td>N5</td>
</tr>
<tr>
<td>N6</td>
</tr>
<tr>
<td>N7</td>
</tr>
<tr>
<td>N8</td>
</tr>
</tbody>
</table>
the interpolated points surpasses, sometimes remarkably, e.g., IMQF, the elevation rank of the sampling points.

In Figure 4, we present the perspective block diagrams for true DEM (i.e., using all of the 10,000 sample points available) and interpolated Grid DEM for the RBF methods. In each case the N5 (1,440 points) sampling density extracted from mountainous terrain was used as a basis. As can be seen, whilst the MQF (Figure 4b) and MLF (Figure 4c) methods offer smoothed perspective block diagrams very similar to that obtained with the true DEM (Figure 4a), NCSF and TPSF present a more irregular 3D projection with numerous "blunders." IMQF is the poorest interpolator in the previous qualitative comparison, although it is not shown in Figure 4 because the "blunders" are too large to be displayed with the vertical scale used. In any case, and for these last three interpolators, the interpolated values were highly influenced by the geometry of the sampling points network.

But, what is the reason for these outliers? Splines, such as natural cubic splines or thin plate splines, are a general class of interpolation techniques that use a mathematical formula to create a surface that minimizes the overall surface curvature resulting in a smooth surface that passes through the sample points. This method is very useful for creating elevation models of areas with gently varying terrain and smooth slope transitions. However, it is very sensitive and not suitable for sharp changes in value over short distances, such as steep cliffs or man-made features. In such a situation, it has a tendency to over-exaggerate the value of neighboring sample points (Mitasova and Mitas, 1993). In the case of TPSF, overshoots appear due to the plate's stiffness. The stiffness of the plate can be suppressed by including first derivatives to the smooth seminorm, which enables the character of the interpolation surface be tuned from thin plate to membrane (Mitasova and Mitas, 1993). Likewise, we must remember that we decided avoiding the "trend" function in the Equation 2 for every RBF interpolation methods. From Equations 2 and 3, we can see that a surface developed by adding polynomial terms to the radial basis surface can achieve polynomial precision, i.e., a first polynomial trend is extracted from the data and the radial basis function is applied to the residuals only. In other words, removing the "trend" function with some RBF methods often imposes a strong artifact in the resulting generated surface to avoid the extreme change in curvature which really does exist.

In the case of NCSF and TPSF, the elevation rank of the interpolated points is similar to the elevation rank of the sample points when sample density is low, mainly in flat terrain. But, when sample density is greater, extremes differences between closely neighboring data values can appear, mainly in mountainous terrain. Then the system of interpolation equations could be numerically unstable or even unsolvable. When this condition occurs and the data set contains such extreme data pairs, we must consider increasing the tolerance for filtering duplicate points, adding the "trend" function or increasing the smoothing factor. We decided to increase the smoothing factor. Effects of adding the "trend" function will be studied in future work.

As observed by Carlson and Foley (1991) or Rippa (1999), the value of the optimal smoothing factor strongly depends on the approximated function used. We note that IMQF, NCSF, and TPSF data presented in Table 3 and Figure 4 corresponding to a squared smoothing factor values ($c^2$) around 4 m$^2$. We show, numerically, that the value of optimal $c^2$ (the value that minimizes the interpolation error) presents different behaviour depending on the RBF evaluated (Figure 5). RBF Multilog (and also RBF Multiquadric) presents an optimal smoothing factor close to zero with a lower RMSE when $c^2$ decrease. However, IMQF, NCSF, and TPSF only show a regular relationship between RMSE and $c^2$ when the artifacts or "blunders" are removed, but it does not occur until $c^2$ is greater than 2.300 m$^2$ to 2,500 m$^2$. In the case of IMQF or NCSF, and 700 m$^2$, for TPSF interpolant. In other words, we need very large $c^2$ values working with IMQF, NCSF, and TPSF because a pronounced numerical instability is observed when used low smoothing factors. It should be observed that a highly smoothed factor will produce a very smoothed modelized surface which will probably be very far removed from the geometry of the real surface. In fact, we have found that IMQF, NCSF, and TPSF, without the "trend" function but using large smoothing factors for avoiding instability, performed worse than MQF or MLF interpolants working in the same conditions, particularly when the terrain becomes steeper.

In view of these results, we decided to continue with the quantitative analysis of the data, cutting down to three the levels of the interpolation method variable: Multiquadric, Multilog, and Inverse Distance Weighted.

Quantitative Analysis

The general variance analysis of the factors examined allows us to check the significant influence ($p < 0.01$) of the variables terrain morphology: (A) sampling density, (B) interpolator, and (C) in the RMSE of a grid DEM (Table 4). A great part of the global variance of the model is explained by the factors morphology and sampling density, closely followed by the interpolation method. It should be noted that, although all interactions are significant excepting $A \times B \times C$, the interaction between morphology and sampling density appears to be the most consistent, confirming the suitability of implementing the method called Progressive Sampling in the automatic generation of DEM (Makarovvic, 1973), a technique which increases the number of sampling points in rugged topography zones. Although this technique can produce highly redundant sampled data in the proximity of abrupt changes in terrain surface, it can be avoided by sampling these abrupt changes selectively. This optimal procedure is called Composite Sampling (Makarovvic, 1979).

Within the morphology factor, we can find four groups of topographic surfaces where statistical differences are significant ($p < 0.05$). The less-rugged terrain presents an average RMSE (including all sample densities and interpolation methods) which is very close to or below 7.6 cm, while as the terrain becomes more undulating, we observe a significant increase in the RMSE, reaching its highest value at 61.6 cm in the case of the morphology known as "Gorge" (Figure 6). In this way, Gao (1995) observed that gentle terrain was more accurately represented than complex terrain by DEMs of the same resolution.

Correlation coefficient between average RMSE for each morphology and the different empirical measures showed in Table 1 lead to propose standard deviation of unitary vectors perpendicular to topographic surface, such as the best estimation of terrain roughness ($r = 0.99$) for our dataset. Of course, we need to develop more detailed studies to confirm this finding.

Means separation for the variation source interpolation method (Table 5) has yielded significant results ($p < 0.05$) which highlight the weakness of the IDW method with regard to the RBF methods. The greatest problem presented by IDW is likely to be that the interpolated heights are weighted averages that always take values between the maximum and minimum basis points (Lam, 1983) which reduces its efficacy to estimate the highest or lowest levels of a topographic surface when these levels do not belong to the set of sampling points.

The influence pattern of the RBF interpolation methods on the accuracy of the DEM generated has been slightly
Figure 4. Perspective block diagram for true DEM and interpolated Grid DEMs: (a) True model with 10,000 sample points, (b) MQF ($c^2 = 0$ m$^2$), (c) MLF ($c^2 = 0.1$ m$^2$), (d) NCSF ($c^2 = 4$ m$^2$), and (e) TPSF ($c^2 = 4$ m$^2$). Note: All cases for a mountainous terrain and sample density $N = 1440$ points.
different with regard to the basis morphology. For smooth terrain, MLF presents a similar performance to that of MQF, and even higher in the case of smooth hillside terrain. However, as the terrain becomes steeper MQF works significantly better than MLF (Table 5). Franke (1982) compared the majority of the interpolation methods for scattered data sets available at that time, and Hardy’s Multiquadratics were ranked as the best. The studies carried out by Yang and Hodler (2000) lead to the same conclusion. It is more difficult to find references about the efficacy of the Multilog Function interpolation method, which in any case, and judging from the results obtained in this study, seems to be more accurate than the classic Inverse Distance Weighted.

In Figure 7 we can explore how the inherent error patterns of the stereo photogrammetry influence the performance of the interpolation methods tested. As MQF seems to be significantly more accurate than MLF and IDW when sample density decrease and the terrain becomes steeper (dry ravine and gorge in Figure 7), it would be proposed like the more effective interpolation method for filling the sampling gaps produced where stereo photogrammetry methods can not provide reliable measurements (such areas as shadows, occlusions, and poor-texture).

Finally, as observed by Makarovic (1979), Li (1992) and Gao (1995; 1997), sample density also had a significant influence on the accuracy of the Grid DEMs generated. Means separation for the variable sample density can be observed in Figure 8, showing a significant (p <0.05) decrease in the RMSE as the sample density increases in most levels studied. Similar behavior is described by Gao (1997) when observed that the accuracy of the DEMs decreases moderately at an intermediate sample density, but sharply at low sample density for all three terrain types tested.

In fact, it is found that the relationship between the RMSE and the sampling density N is adjusted to a decreasing potential function (Equation 6), being N the number of sampling points used for creating the DEM and SDZ the standard deviation of the heights of the M check points used for accuracy estimation. In any case, the
The adjustment soundness of this model is quite remarkable, with a regression coefficient of $R^2 = 0.8578$. Notice that the regression weights differently the points coming from different terrain morphology because of the factor $SDZ$, which is large for mountains and smaller for flat terrains.

For practical purposes, and starting from the model devised, we can infer for our rolling terrain ($SDZ = 415$ cm) that decreasing the number of sampling points by 98 percent ($N = 200$ points) with regard to the original 10,000 points, the increase in the RMSE is in the order of 35.6 cm. However, if the decrease is of 80 percent ($N = 2000$ points), the RMSE will only increase to an average value of 6.5 cm. This result is crucial, since at the moment the problem does not lie in obtaining the data of a DEM, a phase that has reached a remarkable degree of development, (e.g., Fricker et al., 2002; Paparoditis and Dissard, 2002), but in handling and maintaining up to date such an amount of information (Graham et al., 2001) using structures which will allow its efficient integration and exploitation in GIS or CAD applications. In the majority of cases it is preferable to have an optimised DEM adapted to our needs, that is to say, without excess information, than to have a vast amount of data the handling of which will just create difficulties for us. Furthermore, such an enormous amount of data inevitably involves some redundancy.

However, if any DEM producer has a DEM already described in a regular grid or raster format, and faces the problem of use less disk to store it, they could also use data compression techniques such as JPEG (Fourier transform) or JPEG2000 (Wavelets). So, we think that the most interesting application of Equation 6 is the one of a DEM producer who will create a DEM using scattered data. They should decide the amount of RMSE they are willing to accept and how many sampling points (measured on the ground) are necessary.

Of course, the formula proposed in Equation 6 is purely empirical, and it must be validated against other datasets. Therefore, the next step in this study would be the development and validation of a series of empirical bivariant models which would allow us to estimate the RMSE inherent to the interpolation of a Grid DEM in terms of such variables as sampling density and terrain morphology. Thus, proposals about empirical measures of terrain variability and roughness would be welcome. Some authors have proposed many parameters of terrain roughness such as mean slope (Balce, 1987), the harmonic vector magnitude (Ayeni, 1982), fractal dimension (Goodchild and Mark, 1987), Laplacian operator (Makarovic, 1979), or variance of unitary vectors perpendicular to topographic surface (Felicísimo, 1992). These parameters would allow the characterisation of the degree of roughness in a topographic surface in order to include this information in a predictive model of the accuracy of interpolated heights in Grid DEM. These empirical models would allow us to find out a priori the cost, expressed as an increase in RMSE, of a reduction in the number of sampling points for the generation and storage of a DEM.

Conclusions

The results obtained in this study allow us to conclude that terrain morphology, sampling density of the points observed and the interpolation method have a significant bearing on the accuracy of interpolated heights from scattered data in Grid Digital Elevation Models. The global error of the aforesaid models was estimated through the root mean square error taken from an appropriate check points sample. For example, it is important
to check the absence of spatially autocorrelated errors for avoiding that the F-statistics in the ANOVA tests will be inflated.

The factor with the greatest incidence on the quality of the interpolation was morphology, followed by sampling density and interpolation method. The interaction between morphology and sampling density appeared to be the most consistent, confirming the suitability of implementing Progressive Sampling method in the automatic generation of DEMs.

Interpolation by Multiquadric radial basis functions with local support proved to be more accurate than the one based on logarithmic functions in the case of undulating and mountainous terrain, yielding similar results in flat or low roughness terrain. Multiquadric radial basis function provided significantly better interpolation than Multilin function working with low sample densities and steeper terrain. So it would be proposed similar to the more reliable interpolation method for filling the sampling gaps produced, where stereo photogrammetry methods cannot provide reliable measurements.

The classic method Inverse Distance Weighted clearly proved to be less appropriate than the two previous ones in any case.

Conversely, the three interpolation methods based on the radial basis functions studied, i.e., Inverse Multiquadric, Natural Cubic Splines, and Thin Plate Splines showed a high level of numerical instability when used low smoothing factors. This fact was highlighted in the case of the Inverse Multiquadric Function with the generation of numerous artifacts or “blunders.” We also have found that Inverse Multiquadric, Natural Cubic Splines, and Thin Plate Splines, without the “trend” function but using large smoothing factors for avoiding instability, performed worse than Multiquadric or Multilin interpolants working in the same conditions, particularly when the terrain became steeper. Perhaps it could be explained because a highly smoothed factor would produce a very smoothed modeled surface which would probably be far removed from the geometry of the real surface. In future work, we will study the effects of adding the “trend” function to these three interpolation methods.

The results obtained in this study allow us to observe the possibility of establishing empirical relationships between the RMSE expected in the interpolation of a Grid DEM and such variables as sampling density, terrain ruggedness, and the interpolation method used among others that could be added. For example, we have showed that the relationship between the RMSE and the sampling density is adjusted with remarkable approximation to a decreasing potential function. Therefore, it would be possible to establish a priori the optimum grid size required to generate a DEM of a particular accuracy with the economy in computing time and file size that this would satisfy the digital flow of the mapping information. At the same time, they would also be very useful for establishing adaptive sampling strategies with regard to the morphology of the topographic surface that is being modeled.
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